
LLNL-TR-463112

Genetic Engineering Workshop
Report, 2010

J. Allen, T. Slezak

November 24, 2010



Disclaimer 
 

This document was prepared as an account of work sponsored by an agency of the United States 
government. Neither the United States government nor Lawrence Livermore National Security, LLC, 
nor any of their employees makes any warranty, expressed or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or 
process disclosed, or represents that its use would not infringe privately owned rights. Reference herein 
to any specific commercial product, process, or service by trade name, trademark, manufacturer, or 
otherwise does not necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States government or Lawrence Livermore National Security, LLC. The views and opinions of 
authors expressed herein do not necessarily state or reflect those of the United States government or 
Lawrence Livermore National Security, LLC, and shall not be used for advertising or product 
endorsement purposes. 

 
 

 

This work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore 
National Laboratory under Contract DE-AC52-07NA27344. 
 



LLNL-TR-463112 

 

Genetic Engineering Workshop Report, 2010 
 

 

 

Thomas R. Slezak and Jonathan Allen 

Lawrence Livermore National Laboratory 

 

 

 

 

 

 
 

 

 

 

 

 

This document was prepared as an account of work sponsored by an agency of the United 

States government. Neither the United States government nor Lawrence Livermore 

National Security, LLC, nor any of their employees makes any warranty, expressed or 

implied, or assumes any legal liability or responsibility for the accuracy, completeness, or 

usefulness of any information, apparatus, product, or process disclosed, or represents that 

its use would not infringe privately owned rights. Reference herein to any specific 

commercial product, process, or service by trade name, trademark, manufacturer, or 

otherwise does not necessarily constitute or imply its endorsement, recommendation, or 

favoring by the United States government or Lawrence Livermore National Security, 

LLC. The views and opinions of authors expressed herein do not necessarily state or 

reflect those of the United States government or Lawrence Livermore National Security, 

LLC, and shall not be used for advertising or product endorsement purposes.  

 
This work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore 

National Laboratory under Contract DE-AC52-07NA27344.  



1 

 

 

Genetic Engineering Workshop Report, 2010 

Jonathan Allen and Tom Slezak, LLNL 

Introduction 

The Lawrence Livermore National Laboratory (LLNL) Bioinformatics group has recently taken 
on a role in DTRA's Transformation Medical Technologies (TMT) program.   The high-level 
goal of TMT is to accelerate the development of broad-spectrum countermeasures.   To achieve 
this goal, there is a need to assess the genetic engineering (GE) approaches, potential application 
as well as detection and mitigation strategies. LLNL was tasked to coordinate a workshop to 
determine the scope of investments that DTRA should make to stay current with the rapid 
advances in genetic engineering technologies, so that accidental or malicious uses of GE 
technologies could be adequately detected and characterized.  Attachment A is an earlier report 
produced by LLNL for TMT that provides some relevant background on Genetic Engineering 
detection. 
 
A workshop was held on September 23-24, 2010 in Springfield, Virginia.  It was attended by a 
total of 55 people (see Attachment B).  Twenty four (44%) of the attendees were academic 
researchers involved in GE or bioinformatics technology, 6 (11%) were from DTRA or the TMT 
program management, 7 (13%) were current TMT performers (including Jonathan Allen and 
Tom Slezak of LLNL who hosted the workshop), 11 (20%) were from other Federal agencies, 
and 7 (13%) were from industries that are involved in genetic engineering.  Several attendees 
could be placed in multiple categories.  There were 26 attendees (47%) who were from out of the 
DC area and received travel assistance through Invitational Travel Orders (ITOs).  We note that 
this workshop could not have been as successful without the ability to invite experts from outside 
of the Beltway region. 
 
This workshop was an unclassified discussion of the science behind current genetic engineering 
capabilities. US citizenship was not required for attendance.  While this may have limited some 
discussions concerning risk, we felt that it was more important for this first workshop to focus on 
the scientific state of the art.  We also consciously chose to not dwell on matters of policy (for 
example, screening of commercial gene or oligo synthesis orders), as multiple other forums for 
policy discussion have taken place in recent years.  We acknowledge that other workshops on 
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topics relevant to genetic engineering should be held, some of which may need to take place at 
higher classification levels. 
 
The workshop moderators would like to acknowledge the enthusiastic participation of the 
attendees in the discussions.  Special thanks are given to Sofi Ibrahim, for his extensive 
assistance on helping this report reach its final form. 
 
Executive Summary 

The genetic engineering workshop brought together a diverse mix of genetic engineering 
pioneers and experts, Federal agency representatives concerned with abuses of genetic 
engineering, TMT performers, bioinformatics experts, and representatives from industry 
involved with large-scale genetic engineering and synthetic biology.  Several talks established 
the current range of genetic engineering capabilities and the relative difficulties of identifying 
and characterizing the results of their use.  Extensive discussions established a number of 
recommendations to DTRA of how to direct future research investments so that any mis-use of 
genetic engineering techniques can be promptly identified and characterized. 
 
List of Recommendations to DTRA: 
 

1. DTRA should establish, fund and maintain a multi-disciplinary team to track and 
document advances in genetic engineering technologies.  They should engage in the 
iGEM and DIY-bio communities, to foster awareness of ethical issues and encourage 
public education in the use of techniques that maximize biosafety.  This could 
include an “iGEM for PIs” (instead of students) or other types of focused design 
challenges.  Such challenges should have real money at stake, to foster interest from 
capable teams.  The DTRA-funded genetic engineering team should also be tasked 
to develop software to identify and characterize the different methods of genetic 
engineering as they emerge. 

2. DTRA should work with researchers and industry to build a comprehensive library 
and database of fully-sequenced engineered organisms and establish databases 
focusing on the needs of genetic engineering and its detection.  (Example: 
mutation/phenotype database, pathway alteration database, centralized GE “parts” 
database, etc.)  Expert curation on an ongoing basis is a necessary part of these 
databases. 

3. DTRA needs to continue funding basic research on the biology of microbes with 
respect to genetic engineering (e.g., virulence, drug resistance, host immune 
modulation, the horizontal transfer of the corresponding genes, etc.) and applied 
research for detecting and characterizing the use of genetic engineering techniques. 

4. DTRA needs to fund bioinformatics tools for annotation and analysis that scale to 
the range of 1,000s of genomes.  Sponsoring better Bio-CAD tools and “cloud” 
computing environments using these tools could also be a way to channel the bio-
engineering communities towards safer experimental designs and more efficient 
analysis of engineered organisms.    



3 

 

5. Genetic engineering of viruses poses additional challenges for detection and 
characterization that requires focused research attention. 

6. Efforts in mitigation of genetic engineering derived threats should include focus on 
methods that apply directed evolution.   

7. A follow-on workshop should be held to focus on what “the art of the possible” in 
genetic engineering techniques will likely be in 5, 10, and 15 years. 
 

 
Workshop Format 

Most workshops of this nature attempt to cram too many talks into too little time, with little if 
any opportunities for meaningful discussion. To avoid this problem, we chose 4 talks to frame 
the context of the workshop in the first morning, and utilized the rest of the time that day and the 
2nd morning for discussion. We kicked off the discussion by asking the Federal agency people 
present to provide us an informal summary of the perspective their agency has on genetic 
engineering issues. The four formal talks were: 

The synthetic cell story and what  would Bin 
Laden Genomics Inc. learn from it 

John Glass:                       
J. Craig Venter 
Institute 

Genetic manipulation of Salmonella, Yersinia 
and cyanobacteria to develop vaccines against 
infectious diseases, fertility and cancer and 
produce biofuels 

Roy Curtiss: 

Arizona State 
University 

Implications of Engineered Biological Chassis on 
Safety and Security 

Harris Wang: 

Harvard University 

Challenges in genomic based approaches for GE 
detection 

Jonathan Allen: 

LLNL 

Prior to the workshop, attendees were sent a short paper (see Attachment C) that framed 3 
questions that the workshop discussions would focus on: 

1. What are the specific goals that research efforts should address and that funding 
agencies can use to support their customers?   

2. What are the genetic engineering applications, and can they be precisely defined to 
prioritize mitigation efforts and ensure high priority threats are addressed?   
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3. What are the genetic engineering methods, their enabling technologies, and how do 
they affect the difficulty of the threat mitigation problem?   

 

Discussion of Recommendations 

The workshop recommendations are derived from the over 5 hours of discussions at the 
workshop and notes taken by several attendees.  A draft of this report has been circulated 
to all attendees to provide an opportunity for their editing suggestions.   
 
1.  DTRA should establish, fund and maintain a multi-disciplinary team to track 
and document advances in genetic engineering technologies.  They should engage in 
the iGEM and DIY-bio communities, to foster awareness of ethical issues and 
encourage public education in the use of techniques that maximize biosafety.  This 
could include an “iGEM for PIs” (instead of students) or other types of focused 
design challenges.  Such challenges should have real money at stake, to foster 
interest from capable teams.  The DTRA-funded genetic engineering team should 
also be tasked to develop software to identify and characterize the different methods 
of genetic engineering as they emerge. 
 
Rapid developments in genetic engineering technologies mean that efforts to ensure the 
capability of detecting abuses are always in catch-up mode.  Investing in an ongoing 
effort to track and document new advances in genetic engineering will provide DTRA-
funded bioinformatics detection/characterization efforts with specialized expert research. 
As much of the genetic engineering new technology information comes from methods 
sections of publications about applications of genetic engineering, considerable expertise 
is required to keep current.  An initial startup effort could include documenting existing 
genetic engineering tools and techniques.  Longer term, an ongoing effort is needed to 
develop software that is capable of detecting the potential usage of these tools and 
techniques, by analyzing the altered genomes after they have been sequenced. 
 
It became evident in the workshop’s discussions that many of the genetic engineering 
experts present had large amounts of specialized knowledge that is not readily accessible. 
Additionally, they expressed a strong interest in assisting DTRA’s efforts to better 
understand topics such as mutations affecting virulence, resistance, and host immune 
system alteration.  Some have deep experience with engineering the organisms that might 
be the most likely targets for deliberate abuse of genetic engineering.  DTRA should seek 
to establish ongoing consulting relationships with key SMEs to be able to leverage their 
knowledge and experience as needed.  An example could be specialized workshops (or 
consultations) on specific organisms, GE design objectives and/or techniquesto help 
analyze and interpret the genomes of unusual samples and provide recommendations to 
support development of detection and countermeasure methods. 

 
Workshop attendees with iGEM experience noted that sponsors do not tell student teams 
what type of research challenges to undertake.  They noted that the FBI has recently 
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engaged successfully with this community.  Much could still be accomplished to aid the 
“bio-hacker” communities in terms of increasing awareness of ethical and safety issues. 
One suggestion was that DTRA could sponsor an “iGEM for PIs” contest, where perhaps 
the focus of the competition might be more readily set by the sponsor.  It was also noted 
that the CAGEN (Critical Assessment of Genetically Engineered Networks) competition 
is also relevant for DTRA to be aware of and potentially involved with.  (See: 
http://openwetware.org/wiki/CAGEN ) 
 
 
2.  DTRA should work with researchers and industry to build a comprehensive 
library of fully-sequenced engineered organisms and establish databases focusing on 
the needs of genetic engineering and its detection. 
 
Relatively few researchers fully sequence organisms following successful genetic 
engineering attempts.  This leaves bioinformatics researchers tasked with detecting 
nefarious genetic engineering with scant real-world information to guide their algorithm 
development.  Discussions at the workshop indicated that many researchers would be 
quite willing to let DTRA sequence some of their constructs for the purpose of furthering 
knowledge of GE detection.  (Presumably, those with constructs with IP concerns would 
not want public disclosure of the sequence, but they might agree to a controlled-access 
agreement for specific DTRA needs.)  Associated metadata should accompany construct 
sequence.  (Purpose of construct, how made, biological effects, etc. as available.) 
 
It was noted in the workshop discussion that much genetic engineering happens in 
industry.  A suggestion was made that DTRA might consider outreach to the industrial 
microbiology society as one approach to enable future cooperation in the event of any 
genetic engineering adverse events that might have indications of industrial origins. 
 
It was noted that there are no specialized databases relevant for the detection of genetic 
engineering (Example: mutation/phenotype database, pathway alteration database, 
centralized GE “parts” database, etc.).  Expert curation on an ongoing basis is a 
necessary part of these databases.  Workshop attendees discussed how mutations 
knowledge is not available in one database, and how a centralized GE “parts” database 
that includes sequence is not available.  Other relevant knowledge, such as pathway 
alterations to affect phenotypes, simplifications of regulatory networks, etc. are scattered 
throughout published literature.  This means that should the TMT’s sequencing centers 
encounter an engineered organism, the impact of certain sequence modifications are 
likely to remain a mystery, even though the biology has been described in a publication. 
Ongoing expert curation of these databases would be needed to keep them current with 
evolving knowledge.  We note that many of these databases have other potential use for 
TMT, for countermeasure target design, etc. 
 
3.  DTRA needs to continue funding basic research on the biology of microbes with 
respect to genetic engineering (e.g., virulence, drug resistance, host immune 

http://openwetware.org/wiki/CAGEN�


6 

 

modulation, the horizontal transfer of the corresponding genes, etc.) and applied 
research for detecting and characterizing the use of genetic engineering techniques. 

 
At multiple points in the workshop discussion it was noted that we do not yet have 
enough fundamental knowledge of microbial mechanisms such as virulence, resistance, 
host range selection, host immune modulation, etc.  Similarly, we are only beginning to 
understand what the minimal requirements are for microbial life, or how microbes can 
utilize alternative pathways if some are disrupted.  Most workshop attendees were likely 
unaware of the range of DTRA’s current investments in these areas.  It was noted that 
some of the knowledge that is required may be better obtained via some sort of a broader 
“Big Science” program than is possible with traditional single-investigator grants on 
single organisms or mechanisms.  A corollary need mentioned in the workshop is that 
better systems for extracting and integrating knowledge from published scientific 
literature are desperately needed.  This is not a DTRA-centric problem, but one that 
should be tackled by the wider sponsor community. 
 
One conclusion from the discussion is that a focused program of applied research aimed 
at developing techniques to identify and characterize the use of known genetic 
engineering techniques should be supported by DTRA.  This research is not likely to be 
supported by NIH/NIAID or NSF, primarily because it is not hypothesis-driven research. 
DOE is also less likely to support this work due to their focus on non-biosecurity related 
tasks.  DTRA might be able to collaborate with DHS on genetic engineering detection 
and characterization, although DHS has yet to launch its own efforts in this area, which 
would likely focus on forensic applications. 
 

 
4.  DTRA needs to fund bioinformatics tools for annotation and analysis that scale 
to the range of 1,000s of genomes.  Sponsoring better Bio-CAD tools and “cloud” 
computing environments using those tools could also be a way to channel the bio-
engineering communities towards safer experimental designs and more efficient 
analysis of engineered organisms.    
 
Recent dramatic advances in sequencing technology have completely outstripped the 
range of existing bioinformatics tools.  DTRA is faced with the likelihood to need to be 
able to detect and characterize advanced genetic engineering techniques from 
metagenomic data in the near future.  At the same time, we will likely have thousands of 
(mostly draft) genomes of strains of many of the organisms DTRA cares about.  A 
focused program, coordinated with NIAID and other agencies, is needed to ensure that 
DTRA has the bioinformatics tools available to meet its mission needs. 
 
In a related vein, it was noted that DTRA could consider sponsoring better Bio-CAD 
(Computer Aided Design) tools.  This could help to focus the bio-engineering 
communities towards safer experimental designs.  Some workshop attendees noted this 
could be done by ensuring that synthetic amino acids were needed for organism survival, 
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or that organisms designed could not live at human body temperature, or readily 
identifiable genetic signatures are included, etc. 
 
It was also noted that “cloud” computing environments for biology researchers are 
needed, as explosive data growth coupled with network bandwidth, storage, and local 
computing constraints will preclude everybody possessing local copies and doing local 
processing.  Making “safe” GE design tools available on a cloud environment could be 
one way to channel the wider GE community towards safer engineering practices. 
 
Another scaling issue is that the explosion of sequencing and other data relevant to 
DTRA needs (including GE detection) are such that it soon may not be feasible for most 
DTRA researchers to have local copies of all the data they require for their research. 
Similarly, the up-scaled computational needs may exceed the resources available to many 
DTRA researchers. DTRA’s TMT program is currently establishing a central service at 
AFRL (Dayton, OH) that might be a nucleus for the much larger computational 
requirements of the near future. DTRA should begin planning now for the exploding 
computational needs that will become limiting factors in the very near future if not 
handled properly. 

 
5.  Genetic engineering of viruses poses additional challenges for detection and 
characterization. 

 
Viruses were highlighted in the workshop as the most easily initiated threat.  On the other 
hand they may be subjected to the least amount of alteration (other than just copying 
what has been found in nature) and as such their threat may present identical challenges 
to any emerging viral pathogen.  Due to the high replication error rates of RNA viruses, 
deep sequencing of a viral quasi-species cloud might indicate numerous modifications 
that could appear suspicious, but might not result in viable constructs. Research on 
whether we could distinguish a cleverly engineered virus from a natural fortuitous 
random set of mutations does not appear to have been performed. Concerns were raised 
at the workshop that engineered viruses raised in cell culture should be identifiable from 
wild type. Efforts like the recent DTRA call to identify genetic markers of lab-passaged 
strains should be encouraged as ways to support GE detection. 

 
6.  Efforts in mitigation of genetic engineering derived threats should include focus 
on methods that apply directed evolution.   
 
Several workshop attendees noted that all the methods of directed evolution should not be 
ignored in favor of recombinant DNA engineering. Indeed, as shown in Harris Wang’s 
talk, they have built a system to highly automate directed evolution, with random 
combinations of modifications in a small set of selected genes.  We note that current 
DTRA calls are requesting proposals for new types of systems to more efficiently study 
viral evolution.  As such systems emerge for legitimate viral research; they also raise the 
risk of potential misuse.  It would be helpful if each DTRA call for advances in bio-
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engineering technologies also required that developers adequately address the potential 
for miss-use and how to identify applications of their technique. 
 
7.  A follow-on workshop should be held to focus on what “the art of the possible” in 
genetic engineering techniques will likely be in 5, 10, and 15 years. 
 
The focus of this year’s initial GE workshop was to understand the current state of the art 
of genetic engineering techniques and the challenges of detecting them.  The next 
workshop should focus on what is likely to be possible in the short and mid-range future, 
when science fiction will suddenly become science reality.  How will this further 
challenge the detection and characterization of miss-uses of GE technologies? 
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Attachment A: (Extracted from an earlier LLNL Report to TMT)  

 

Background Information on Genetic Engineering 

Genetic engineering is defined in this document as scientific alteration of the structure of genetic 
material in a living organism.  It involves the production and use of recombinant DNA in order 
to produce a new trait in the engineered organism.  Both bacteria and viruses can be engineered 
however the level of difficulty is usually considered higher for the engineering of viruses as their 
genomes are smaller than those of biothreat bacteria and therefore more easily disrupted by 
genetic manipulation.  We note that genetic engineering, by our operational definition, seems 
distinct from “directed evolution” or other types of selective breeding that attempt to steer 
natural evolution through various types of evolutionary challenges.  However, as shown in Harris 
Wang’s talk at the workshop, hybrid methods already exist, that permit directed evolution of a 
set of specific changes in a designated small set of genes.  Thus, any distinctions between 
synthetic versus natural types of genetic engineering are likely to be arbitrary and increasingly 
irrelevant. 
 
Methods of Genetic Engineering 

Numerous techniques have been developed for genetic manipulation of bacteria and viruses. 
They fall into two categories: 
 

• Extrachromosomal genetic engineering (EGE) involves the transfer of an autonomously 
replicating DNA (plasmid, cosmid, bacterial artificial chromosome) to the engineered 
organisms.  This DNA can have a range of sizes of genetic material from 2 to 200 
thousand base pairs.  

• Intrachromosomal genetic engineering (IGE) involves the transfer or modification of 
chromosomal DNA from the organism through an in vivo or in vitro process. 
 
 

A number of approaches can be used for IGE.  The common mechanism for most approaches is 
recombination between the genome of the engineered organism and a designed external fragment 
of DNA.  Most of the methods differ in the makeup of this external DNA fragment.  It can be a 
plasmid, a bacterial artificial chromosome, a transposable element, a virus or viral fragment, or 
even a short sequence of synthetic DNA.  Table 1 summarizes many of the techniques used for 
genetic engineering. 
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Table 1.  Techniques used for genetic engineering of microorganisms 

Because recombination is generally an inefficient process, the external DNA fragment usually 
contains a selectable marker to allow differentiation of the genetically modified organism from 
the high background of unmodified organisms.  In many cases this selectable marker can leave a 
unique non native nucleic acid sequence (such as a gene for antibiotic resistance) in the genome 
of the modified organism that is later detectable as a marker of genetic modification.  Genetically 
modified food crops are identified thorough the detection of such markers.  In some cases a 
second step may remove most of the marker gene but still leave genetic remnants of the 
alteration (Datsenko and Wanner, 2000).  While not all genetic engineering leaves behind a non 
native sequence (Sun et al., 2008), genetic engineering must by its nature result in an altered 
genome and by some means this alteration from the natural antecedent must be detectable.  The 
level of difficulty of detection however varies depending on the laboratory process used to create 
the mutation and the availability of the antecedent strain. 
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Genetic Engineering detection overview 

A microorganism with an engineered genome could have a genetic alteration of thousands of 
base pairs or a single base pair and the difficulty of detection will depend on the amount of 
genetic difference between the engineered and non engineered organism.  This relationship 
between size of genetic manipulation and ease of detection is summarized in Fig 1 below. 

 

Figure 1.  Hierarchy of genetic manipulation versus capability for detection 

In addition to the impact of the size of the genetic change on the ability of detection, variation in 
the consensus genome sequence of the engineered organism can also impact the ability to detect 
genetic alteration.  For example, when the complete genome sequences of many strains of 
Bacillus anthracis are compared there is very little genetic difference in the genome organization 
and sequence of these genomes.  However, Burkholderia pseudomallei strains can have tens to 
hundreds of thousands of base pairs of sequence difference between individual isolates 
(Tuyanyok A et al., 2008).  This wide latitude in core conserved sequence between different 
biothreat bacteria necessitates the assembly of a large database of sequence information for each 
of the bacterial agents.  Only with a fairly comprehensive database of genomic sequence can one 
hope to discriminate a naturally occurring variation between individual isolates from an 
engineered change.  Recommendations for additional genome sequencing for each of the 
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biothreat bacteria and hemorrhagic fever viruses has been covered in a previous TMT report on 
sequencing priorities submitted to DTRA in October of 2009. 
 
Genetic Engineering detection 

Work by the LLNL bioinformatics department under TMT and other funding has led us to define 
two distinct but complimentary approaches to detecting genetic engineering in microbes when 
using DNA extracted from a microbial sample as evidence.  The first approach includes methods 
that look for direct evidence of genetic engineering.  This applies to efforts to look for specific 
genetic markers associated with artificial genome manipulation.  Examples of this include vector 
mediated engineering, and the various forms of site specific integration and homologous 
recombination where “scars” are left in the resulting genome from the vectors or primer 
sequences used to facilitate a genome manipulation event.  The second category of genetic 
engineering detection approaches covers the methods that look for indirect evidence of genetic 
engineering by predicting that the presence of certain genetic sequences or sequence patterns are 
unlikely to occur from natural evolutionary processes. 
 
Previous work detecting genetic engineering with microarrays 

Progress has been made in detection of both forms of genetic engineering with the development 
of several microarrays.  As an initial attempt to develop bioassays that find direct evidence for 
genetic engineering, a microarray was designed that hybridizes query samples to DNA probes 
specific for artificial plasmid vectors associated with genetic engineering in bacteria (Allen et al., 
2008).  Experiments have shown the ability to identify engineered Bacillus subtilus and Bacillus 
thuringiensis samples as well as to correctly not call natural Bacillus strains as being genetically 
engineered.  A related effort demonstrated the potential to detect specific types of genetic 
engineering in plants using microarrays (Tengs et al., 2007).  In this effort a tiling microarray 
was used to detect a small number of plasmid vectors used for genetic engineering in 
Arabidopsis thaliana and Oryza sativa.  It may be the case, however, that the genetic engineering 
method leaves no evidence of an altered genome, other than the desired manipulation.  For 
example, a site specific insertion event, where a gene is inserted but no signature sequence is left 
at the flanking sequence.  In such cases, we are left to consider a second approach to detecting 
genetic engineering, which identifies the differences in a microbial sample that distinguish it 
from the collection of known microbial samples and determines whether the differences are due 
to natural evolution or human intervention.  One approach, which has been undertaken, is to 
focus on the efficient detection of genetic differences in the microbial sample that are predicted 
to be of greatest interest for medical diagnostics and countermeasures.  In particular, extensive 
testing of microarrays has been undertaken to detect genetic elements associated with virulence 
factors and antibiotic resistance (Jaing et al., 2008, Frye et al., 2006).  For example, if a normally 
benign strain of Bacillus subtilus displays an unexpected phenotype, the query microbial sample 
could be interrogated with a microarray or sequenced to determine whether genes associated 
with virulence or antibiotic resistance are detected even when previously sequenced strains lack 
these genetic elements, and as a consequence these findings could infer a genetic engineering 
event.  
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Motivation for whole genome sequencing to detect genetic engineering 

Of particular relevance to TMT is determining what additional information might be gained from 
sequencing a microbial isolate to identify potential genetic engineering.  There are two relevant 
approaches to this type of sequencing, metagenomic and whole genome.  Metagenomic 
sequencing involves directly sequencing the entire DNA isolated from a single sample. 
Metagenomic sequence is considerably more difficult to analyze since only parts of the genome 
of interest may be captured along with partial genome sequences of other microbes. 
Unfortunately, this may be the only form of sequencing possible if the microbe cannot be 
isolated and cultured for whole genome sequencing.  This report focuses on the challenge of 
using whole genome sequence for genetic engineering detection with the understanding that 
additional future challenges must be addressed for dealing with metagenomic samples.   
 
There are three challenges to using whole genome sequence for detecting genetic engineering:  
1)  identifying the genetic differences between the newly sequenced isolate and near neighbor 
reference strains, 2)  functional characterization of the genome (in particular the differences with 
nearest neighbors), and 3)  estimating the likelihood that genetic differences are due to a genetic 
engineering process. 
 
Identifying the genetic differences themselves requires strong comparative genomics expertise, 
and the ability to build a comprehensive catalogue of genetic differences depends on how closely 
related the query sequence is to the reference genome and the degree of genomic variability 
within the family.  For example, since Bacillus anthracis strains exhibit a more stable genome 
the likelihood increases that any new query Bacillus anthracis genome will map in its entirety to 
near neighbors.  In contrast, it may be more difficult to map a novel Francisella tularensis 
sequence to its near neighbors, further increasing the number of reported genetic differences and 
thus making it more difficult to pinpoint the functionally important changes. 
 
A sequence annotation pipeline applied to the genome sequence can give a functional 
characterization of the genome yielding results similar to microarrays but with the potential for 
greater precision.  Thus, it may be possible to increase the sensitivity of detection of functionally 
relevant genetic elements, such as the presence of antibiotic resistance genes or other virulence 
markers that may be missed due to the limits on the number of virulence probes available for 
detection on the microarray.  This stage of analysis could include comparing the newly 
sequenced genome to a database of genetic markers associated with known genetic engineering 
methods. 
 
The first two steps to whole genome analysis (identification of genetic differences to near 
neighbors, and functional characterization of the differences) will be of principle importance for 
developing broad range diagnostics and countermeasures, irrespective of whether genetic 
engineering is a factor.  Nevertheless, it is important to recognize that simply having access to 
the complete microbial genome and the first two steps of the analysis does not automatically give 
the ability to determine whether the differences are due to genetic engineering when known 
genetic engineering scars from a predetermined set are absent.  Knowing whether changes are 
due to genetic engineering may in fact be of secondary importance, however, having the ability 
to make this determination could provide supplemental information in prioritizing which 
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differences with nearest neighbors should be analyzed more closely.  For example, if the 
manipulation is the insertion of a motif or mutation, the genetic alteration may get lost in a sea of 
differences.  Similarly, the significance of finding the presence or absence of certain genes may 
go unnoticed if their functional role remains unknown.  Having additional methods to prioritize 
the analysis of a potentially large number of genetic differences could speed up the time it takes 
to identify and design effective countermeasures. 

 

Figure 2.  Schematic of a detected DNA sequence insertion event 

 
Novel approaches to detecting genetic engineering with whole genome data 

To begin to address these problems we have begun to explore a specific genetic engineering 
detection test case, to better understand the scope of the problem and determine if bioinformatics 
methods can translate TMT's sequencing capabilities into fast and accurate functional 
characterization of microbial genetic engineering events.  To focus initial efforts, the question of 
site specific insertion and deletion events was considered.  A simplified schematic is shown in 
Figure 2.  The goal is to start with the (relatively) more simple detection problems, which can 
serve as a basis for developing additional detection approaches for other forms of genome 
manipulation such as gene swapping events, which more closely resemble naturally occurring 
lateral gene transfer events and nucleotide polymorphisms. 
 
The broad question posed is, given the comparison of a newly sequenced isolate to nearest 
neighbor reference sequences; can genetic differences due to some process other than natural 
evolution be identified?  To address this question, we first define a model for the natural process 
of evolution.  In our initial examination, the definition of a “functional element” was left 
intentionally very broad to include detecting insertion or deletion of sequences that may contain 
promoters, genes, transcription terminators or parts of genes.  There is likely no one model of 
evolution for the gain and loss of such sequence.  It is important to note here that we are 
explicitly excluding in this definition mobile genetic elements.  Two data sets were examined to 
generate preliminary results: 19 Bacillus anthracis genomes, and 12 Yersinia pestis and Yersinia 
pseudotuberculosis genomes and preliminary analysis on the Yersinia data set is given here. 
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Figure 3.  Pair wise nucleotide differences between Yersinia genomes (Y-axis) versus 
number of pairwise distinct insertion/deletion events  

Figure 3 shows a comparison of pairwise genetic distances in the form of phylogenetic tree 
branch lengths using neighbor joining tree inference.  The y-axis is marked “blen” for the branch 
length and the x-axis marked “gap count” is the number of observed insertion/deletion sequences 
(length > 30 nucleotides) between two Yersinia sequences.  A linear fit of the data is used to 
estimate a gap insertion/deletion “rate” relative to the genetic distance observed between two 
sequences.  The rate is estimated to be 1 insertion/deletion per 250 branch length units.  
However, it is clear from the figure that there are three clusters, with potentially distinct 
insertion/deletion rates.  Figure 4 and Figure 5 show the breakdown of the two different clusters, 
which correspond to Yersinia pestis (Figure 4) and Yersinia pseudotuberculosis (Figure 5).  The 
third cluster represents distances between the two subgroups.  The Yersinia pestis rate is 
estimated to be higher with 1 insertion/deletion event per 37 branch length units.  In contrast, the 
Yersinia pseudotuberculosis genomes appear to have a much lower site specific 
insertion/deletion rate at 1 per 274 branch length units.  Looking at two of the more closely 
related Yersinia pestis strains, KIM and Nepal 516 as an example, predicts that we should see 5 
distinct insertion/deletion gaps (the actual observed number is 8) given the number of nucleotide 
substitutions inferred between the two sequences.  If accurate upper bounds on the rate parameter 
can be determined, this gives a powerful tool for determining the level of maximal sequence 
divergence for which a query strain can be compared to a reference strain and still easily identify 
an event attributable to genetic engineering.  For example, if the maximal upper bound rate is a 
branch length 50 for each insertion/deletion event, the relative genetic distance between the KIM 
and Nepal 516, would expect to see 4 natural insertion/deletions between the two sequences.  
Therefore, engineering events that led to repeated insertions above 4 would stand out, but 
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gauging the significance of 4 or less insertion/deletions would require comparing the sequence to 
a closer near neighbor to determine whether natural evolutionary divergence is the cause of the 
differences.  This information could prioritize, whether new Yersinia pestis strains are need be 
sequenced to fill in gaps that would facilitate genetic engineering detection.  Although a lower 
insertion/deletion rate is estimated for Yersinia pestis, the minimal branch length between 
Yersinia pseudotuberculosis strains is 6794, implying that at least 25 insertion/deletions are 
observed among pairwise comparisons of the existing set of sequenced strains.  Thus, this would 
indicate the need to consider filling in specific sequence gaps for Yersinia pseudotuberculosis in 
the tree. 
 

 

Figure 4.  Yersinia pestis insertion/deletion rate 
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Figure 5.  Yersinia pseudotuberculosis insertion/deletion rate 

The results for the Yersinia data set presented here are only preliminary and require follow up 
verification.  However, they illustrate the potential utility of applying bioinformatics analysis to 
support prioritizing sequencing of near neighbors for the purpose of rapid identification of 
genetic engineering.  These preliminary results suggest the need may arise in the future for a 
larger sequencing effort to achieve the goal of a rapid, accurate and comprehensive detection 
system where more near neighbors are sequenced.  Absent follow on sequencing to support 
improved detection, bioinformatics analysis will help quantify the confidence levels for asserting 
whether differences in a novel sample are attributable to genetic engineering or are the product 
of natural evolution. 
 
The initial work reported here points to important areas for developing genetic engineering 
detection methods using whole genome comparisons which are listed below: 
 

• Evaluation of more bacterial strains using existing sequence is needed.  Initial work has 
started on Bacillus anthracis, but many more bacterial genomes should be analyzed.  
There may be additional difficulties encountered for bacterial genomes with a high level 
of genome plasticity. 

• The accuracy of the insertion/deletion rate must be improved to ensure that a tight upper 
bound is achieved. 

• Automated detection of different insertion/deletion rates within a bacterial group may be 
needed. 
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• Methods can be extended to consider sequence replacement events, rather than 
insertion/deletion events, which would be similar to other forms of lateral gene transfer.   

• Better quantify the role natural mobile genetic elements (such as transposons) may play 
in genome diversification. 

• Develop distinct rates for specific functional events.  For example, distinguish gene 
gain/loss rates, from intergenic insertion/deletion and partial gene insertion/deletion. 

• Experiment with different similarity cutoffs to decide what constitutes a non-homologous 
(laterally transferred or engineered) sequence. 

• Evaluate the insertion/deletion patterns of multiple sequences simultaneously to more 
precisely determine, which insertion/deletion events are more likely to be due to genetic 
engineering when multiple candidates are available. 

• Look at variation in observed nucleotide substitution rates across the genome to consider 
the potential to detect more subtle forms of engineering (i.e. point mutations).  Evaluate 
the different roles draft genome sequence versus finished genome sequence can play in 
genetic engineering detection. 
 

Other methods for detecting genetic engineering  

The comparative genomics method discussed above provides a powerful tool for detecting 
various forms of laterally transferred genes, which may be naturally occurring or due to genetic 
engineering.  The utility of this method will decrease, however, as the distance to the nearest 
neighbors increase beyond a certain threshold where the genome alignments become error prone 
and incomplete.  More work is needed to better characterize what these distance thresholds are 
and the values will depend on the particular organism family in question.  Our initial work with 
Bacillus anthracis, Yersinia pseudotuberculosis and Yersinia pestis shows the ability to generate 
alignments that cover most of the sequences, but the quality of the alignments may not hold for 
other organisms with greater levels of divergence. 
 
A second approach to get around this problem is to consider a gene comparison, or more 
generally a genome segment comparison, where smaller sub regions are considered for their 
potential for lateral gene transfer independent of surrounding levels of conservation.  This could 
give another method for targeting regions of interest absent a comprehensive functional 
characterization of the region and could provide evidence for genetic engineering.  One approach 
is to build a consensus phylogenetic tree for a bacterial family of interest from a concatenation of 
orthologous genes, and then build individual gene trees to search for regions of the tree where 
disagreement in tree topology gives evidence for lateral gene transfer (Beiko et al. 2005).  A 
detailed method for implementing an analysis pipeline is given in Beiko and Ragan, 2008.  This 
is an approach that is closely related to methods for detecting genetic shift in the form of 
Phylogenetic networks (Huson et al. 2006).   
 
One source (Ragan 2001) gives a good overview of different methods for detecting lateral gene 
transfer including the use of unexpected codon patterns.  Codon usage patterns have been 
recently used to aid functional characterization of genes in term of their predicted expression 
levels (Bailly-Bechet et al 2006), and codon usage patterns could provide an additional source of 
evidence for detecting genetic engineering. 



19 

 

Future directions and needs of GE detection 

A large number of GE techniques can be adapted from other microorganisms to biothreat 
bacteria and viruses.  Detection of GE in a microorganism increases in difficulty as the size of 
the genetic change decreases.  In addition to the size of the engineered change, the consensus 
genomic sequence of the microorganism can impact the difficulty of detecting an engineered 
change in genomes that are highly variable from strain to strain.  This problem will require 
comprehensive databases of whole genome sequences for more genetically variable biothreat 
bacteria and viruses.   
 
Given the myriad of approaches that can be used for genetic engineering and the widely varying 
forms of genome alteration (from single SNP to whole genome synthesis), it is suggested that at 
a minimum, a database should be developed and maintained that would track the various forms 
of genetic engineering along with the corresponding genomics based detection tools (where such 
tools exist).  This will allow TMT to maintain a dynamic resource of risks and responses to 
potential genetic engineering that can be rapidly accessed as well as identify where the capability 
gaps are expected to persist when characterizing newly identified samples.  As a first step LLNL 
has assembled a collection of the commercially available plasmid vectors and designed vector 
specific DNA signatures, which can be used on a microarray or in silico to screen bacterial 
genomes for evidence of genetic engineering.  A logical next step would be to expand this 
database to include diagnostic genetic signatures for other forms of genetic engineering that 
leave behind specific alterations in the genome.  The challenge will be to maintain a 
comprehensive survey of genetic engineering techniques in light of the expanding toolbox of 
genetic engineering techniques under development in laboratories around the world.  To guard 
against missing unpublished methods or methods that leave no distinct genetic signature, it is 
worth including sequence analysis tools that look for genetic engineering methods by detecting 
(potentially unexpected) differences to near neighbor sequences.  Here too, considerable work 
remains to determine what genomic consensus set of sequences are needed for each biothreat 
microorganism in order to precisely identify a change in the genome sequence as a product of 
genetic engineering.  The comparative genomics tools that are developed and applied specifically 
to the genetic engineering detection task will help guide what sequence set of bacterial genomes 
should be used or developed, and will determine the limits of future rapid detection and 
characterization capabilities for novel genetically engineered biological threats. 
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Attachment C:  Challenges of Genetic Engineering (focus document provided 
to participants prior to workshop)  
 

Suggested topics for discussion at the genetic engineering workshop, 
September 23-24, 2010 Jonathan Allen, Tom Slezak, LLNL 
 

The workshop is intended to focus on identifying the challenges presented when analyzing 
samples where genetically engineered microbes could be present.  The samples could come from 
a clinical, environmental or lab isolate setting where the means of sample interrogation are likely 
to be genetic based (e.g. sequencing or some other variant of genetic testing).  Challenges 
associated with other aspects of the problem, for example, preventing the proliferation of 
biological materials and technology will likely be better addressed in other forums. 

The workshop will lead to a report based on the workshop discussions and will include 
recommendations for suggested follow on work. In writing a report recommending how DTRA 
and ideally other agencies might collaboratively fund and manage a research program to address 
the program of mitigating bio-security threats due to genetic engineering there is a need to 
consider the broad issues that should inform future funding decisions.  Three broad questions are 
presented here to suggest ways to focus the workshop discussion:  

1. What are the specific goals that research efforts should address and that funding 
agencies can use to support their customers?   

2. What are the genetic engineering applications, and can they be precisely defined to 
prioritize mitigation efforts and ensure high priority threats are addressed?   

3. What are the genetic engineering methods, their enabling technologies, and how do 
they affect the difficulty of the threat mitigation problem?   

These three questions are addressed in more detail in the next sections.  The goal is to start by 
thinking broadly about the problems but hopefully drill down to begin identifying the key 
knowledge gaps that will drive progress in the field.  

Question 1:  What are the specific goals that research efforts should 
address and that funding agencies can use to support their customers?   
Developing genomic based methods for detection and characterization of genetic engineering in 
microbes could require addressing broad technical challenges. The technical/knowledge gaps 
could provide a basis for defining what gaps the funding agencies need to fill to support bio-
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threat mitigation.  For example, the problem could be stated as solving a - Detection, 
Identification, Characterization and Eradication (DICE) ‘grand challenge’.  

1. Detection of a genetically engineered microbe in a potentially complex sample.  It is 
likely that a “pure” cultured isolate would not be available to work with.  Potential 
challenges include: 

• Detecting the presence of genetic engineering.  This could require the use of a 
signature.  Thus, some a priori knowledge may be required that implies an upper 
bound on the degree of novelty in genetic engineering methods that can be 
detected. 

• Detection of the organism may challenge existing assumptions used for detection 
when the target genome sequence is subjected to manipulation.  (e.g., signature 
avoidance) 

• The ability to efficiently process large numbers of samples may be needed, thus 
placing constraints on methods for sample interrogation. 

What kind of data collection is possible, what are the minimal requirements?  Methods 
likely would include:  Microarrays, Metagenomic sequencing of complex samples, 
Multiplex PCR, Antibiotic resistance/sensitivity data, PFGE (pulsed field gel 
electrophoresis), MLVA (Multiple Loci VNTR Analysis), Immuno assays.  

2. Identification of genetically engineered features.  This challenge is made distinct from 
the detection problem largely due to the presence of genetic engineering methods, which 
lack explicit genetic markers. 

• To what degree can we distinguish marker-less genetic engineering from the 
results of various natural variation processes? 

• Does identifying the important novel functional elements become more difficult 
with engineered organisms than with natural variation? 

• What role do reference genome sequence databases play in helping to infer 
genetic engineering (via comparative genomics), what data is currently missing, 
what is needed? 

What are the data collection requirements?  Presumably with less a priori knowledge 
about the genetic engineering method comes the need for more detailed genetic data in 
the form of draft genomes and ideally (but unlikely) finished whole genomes. 

3. Characterization of the functional impact of the engineered features.  
• When genomics data is used as input, this may heavily overlap with the general 

genotype to phenotype challenges. 
• What can we infer about functionality from raw metagenomic reads or microarray 

hits? 
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• To what degree could we predict potential functionality of an unexpected 
component, from assembled draft or finished sequence?  Is there prior evidence 
that the identified virulence gene has restored biological activity when transferred 
to a non-natural organism? 

4. Eradication of infection - This may lie outside the scope of most genomics based tools 
and is not expected to be the primary focus of the workshop.  Nevertheless the challenge 
of developing the final tool that actually can be used to eliminate an ongoing 
disease/outbreak cannot be overlooked since this is one of the important end goals.  

• Note that there is a somewhat related problem with the remediation of 
environmental releases of pathogens: most genomics based methods cannot 
distinguish live from dead pathogen DNA.  RNA viability assays have been 
attempted, yet are problematic.  The “how clean is clean” problem remains 
challenging. 

Each of the four ‘DICE’ challenges has overlapping and distinct features that apply to two 
distinct tasks of bio-threat mitigation: attribution and countermeasures.  Attribution refers to the 
ability to accurately determine that a microbial sample is indeed the product of human mediated 
engineering and ideally the process of the engineering methods can be unraveled and traced to 
their source.  This type of threat mitigation assumes the power of deterrence to the extent that if 
unethical applications of genetic engineering can be determined and traced, this would serve to 
discourage their use by those who wish to remain anonymous.  Countermeasures refer to the 
efforts to treat an outbreak once the microbial source has been released.  Strictly speaking, these 
two tasks can be considered independent in that efforts to treat an outbreak or disease do not 
necessarily require determining whether the source was genetically engineered, and similarly 
determining that a microbe is genetically engineered does not necessarily require determining the 
purpose of the genetically engineered feature.  Note that the primary motivations of those 
performing attribution and countermeasures are quite different (e.g., apprehending a perpetrator 
versus saving lives), which can lead to differing priorities for both operations and research.  Of 
course, information gained from either effort is likely to complement the other and in some cases 
may be essential.  For example, information about mutations in a virulence gene or toxin that 
give rise to the same structural motif may be useful to detect natural novel mutations or 
engineered genes. 

The four ‘DICE’ challenges could most effectively be addressed in parallel, not sequentially.  
For example, identifying engineered features is necessary to develop detection capabilities.  
Also, characterization of the functional impact of the engineered features may point to other 
engineered features causing the same effect, and prioritize detection strategies. 
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Question 2: What are the genetic engineering applications, and can they 
be precisely defined to prioritize mitigation efforts and ensure high 
priority threats are addressed? 
Given that the number of applications of genetic engineering will likely continue to grow it is 
worth considering the specific bio threat implementation objectives one might hope to achieve 
with bacterial or viral genetic engineering.  It is our presumption that we have to focus on 
specific objectives that an adversary might hope to achieve – but it may be important to 
understand what might be missed and what needs to be prioritized by making simple lists such as 
the one here: 

1. Robustness to countermeasures (e.g. antibiotic resistance, antiviral resistance) 
2. Detection evasion  
3. Optimize dispersal strategy. This could vary from introducing stimulus sensors used to 

trigger initial infection to ways to change nutrient requirements to increase robustness of 
an 'attack' colony, or to better survive packaging for more efficient delivery.  

a. Alter host range 
b. Alter host immune response 

4. Spoofing – altering an organism’s genome to give the appearance of ‘engineering’ 
without introducing a novel function, or introducing a non-functional modification. 

5. Biochemical processing that ideally piggy backs on the technology applied for 
commercial use and has been converted to generate ‘dangerous’ chemical materials. 

Question 3: What are the genetic engineering methods, their enabling 
technologies, and how do they affect the difficulty of the threat mitigation 
problem?   
A bio threat implementation strategy that addresses genetic engineering will in part be 
determined by ease of use and accessibility of the enabling tools.  For example, a long term goal 
of many synthetic biology efforts is to make genetic engineering more accessible to a wider 
population by providing standard molecular tools that can be used for genetic manipulation.  
This may enable wider access, but the broader set of users may rely on a central repository of 
'molecular biology parts', which may better support detection and identification strategies and 
efforts.  At another extreme end of the spectrum would be complete 'in house' de novo synthesis 
of a genome, which could preclude any potential for tracking from a central repository.  There 
may be differing opinions on the timeline of wide accessibility to this technical approach.  There 
are many other methods that appear to fall in between these two extremes.  It could be important 
to enumerate over this area with some degree of specificity as to if, and when, different methods 
may be of concern.  It could be useful to understand how the field may evolve over time (1, 5, 
10, and 30, years) to help determine how to balance funding existing threat mitigation work 
versus anticipated future threats. 
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Given that there is little opportunity for public (or private) research projects to directly 
investigate and publish on developing biological threats to humans, it is likely important to focus 
on how the dual-use elements will likely be the primary drivers of the threat potential.  A closely 
related factor will be the expanding knowledge base of microbiology, which should continue to 
allow for implementation of new applications using existing genetic engineering methods. 

What follows are two additional follow on questions, which could be addressed as a part of the 
previous questions. 

Follow on question 2a: Can the feasibility of genetic engineering 
application objectives be assessed by evaluating the different 
implementation approaches? 
Below is a list of the objectives highlighted in Question 2 and possible broad approaches that 
could be taken to achieve the objective.  This is meant to be a preliminary list.  Can this approach 
be taken to “drill down” to specific applications and enabling methods that are likely threats to 
consider? 

Objective: Detection evasion  
1. Removing or altering known signature genes 
2. Amino acid scrambling using protein structure modeling to identify amino acid alterations 

that may not affect function. 
a. Some regions may have divergent sequence but conserved structure, thus still be very 

sensitive to amino acid changes 
3. Introducing a known pathogenic gene/pathway to a non-pathogen so that the vast majority of 

the genome appears to be of a ‘benign’ nature. 
4. De novo novel gene/pathway/chromosome 
 
Objective: Robustness to countermeasures  
1. Introduction of known antibiotic resistance genes  
2. Introduction of mutations that render antiviral resistance 
 
Objective: Optimize dispersal strategy  
1. Introduction of human cell receptor recognition proteins (e.g. engineered zoonosis) 
2. Deletion of cell surface antigen genes (reduce host immune response) 
3. Introduce cell packaging pathways to ensure robust growth in diverse environments 
4. Introduce cell signaling pathways to trigger cell function  
5. Introduce genes to survive temperature changes 
 
Objective: Spoofing  
1. Introduction of known engineering vectors, minus the ‘payload’ 
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2. Gene deletion/insertion/alteration with no phenotypical effects 
 
Objective: Biochemical processing  
1. Introduction of known genes for chemical production 

a. Possible gene tuning 
2. Introduction of de novo genes  

These all fall broadly into one of four categories: introduction of a known gene(s)/pathway(s), 
deletion of a known gene(s)/pathway(s), alteration of a known gene(s)/pathway(s), De novo 
synthesis of novel gene(s)/pathway(s) or any combination of the four. 

Follow on question 3a: How will the different genetic engineering tools 
affect the feasibility of the different implementation approaches? 
This question follows from question 3 and question 2a.  As an example, implementations of some 
application objectives will require specific genetic engineering tools, which could in part determine the 
degree of difficulty involved in achieving the objective.  Below is an example (incomplete) list of 
possible tools: 

• Self replicating plasmids with ‘payloads’ 

• Site specific integration 

• Site specific recombination 

• General homologous recombination 

• Gene synthesis and assembly 

• Directed evolution with phenotype screening 

Conclusion 
Developing the technical capability to mitigate genetic engineering based threats will likely be a 
major challenge, and the decision to direct resources at addressing this problem will have to be 
balanced against the needs to address other bio-security threats.  This workshop will serve as an 
opportunity to begin to define the technical challenges and determine how these challenges can 
be addressed within the framework of a strategic vision that draws on the knowledge of a diverse 
array of experts working in fields related to genetic engineering.  We will use this document as a 
basis for starting our unclassified discussions at the workshop.  It is likely that additional 
discussions will be indicated, and we will urge the workshop attendees to include their 
suggestions as part of our workshop summary. 

 
 


